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Abstract. The VAMPIRE automated theorem prover is extended to out-
put proofs in such a way that each inference is represented by a quantifier-
free SMT instance. If every instance is unsatisfiable, the proof can be
considered verified by an external SMT solver. This pragmatic form of
proof checking places only a very light burden on the SMT solver, and
can easily handle inferences that other systems may find difficult, such
as theory inferences or extensive ground reasoning. The method is con-
siderably easier to implement than proof formats based on small kernels
and covers a greater variety of modern-day inferences.
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VAMPIRE [27] is an advanced automated theorem prover (ATP) for first-order
logic, extended to reason in a polymorphic logic with theories such as real arith-
metic and datatypes. For various reasons, not least VAMPIRE’s complexity, users
are sometimes unwilling to take VAMPIRE’s proofs on trust, and so they check
them to increase their confidence in the proof. User attitudes and requirements
vary, and so too their methods of checking proofs. In particular, some users re-
quire that the proof be reconstructed in another format, such as the internal
language and logic of an interactive theorem prover.

One way of checking proofs [42] is to use an external ATPE| to replay proofs
inference-by-inference, invoking the external ATP to re-prove each step in the
proof. The external ATP could be an “old faithful” theorem prover like Otter |29],
assumed free of bugs due to long service, a system so small that it is hard to
doubt its correctness, like leanCoP [34], or an ATP that itself produces checkable
proofs, like Metis [22]. The underlying assumption here is that each step in the
proof is small enough that it can be easily re-proved by the external ATP, but in
practice this is not always the case. This is exacerbated with modern inference
systems that may involve many premises and implicit deductions [45]/46] or

5 Or even the ATP itself: VAMPIRE developers sometimes use VAMPIRE to check VAM-
PIRE proof steps. The resulting ouroboros nevertheless catches bugs.
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reasoning modulo theory [25,[37]. For reconstructing proofs the inference-by-
inference method works but is labour-intensive in practice [18}21].

Instead, a degenerate form of this approach is popular for proof automation
in interactive theorem proving. Here, there are usually many more axioms than
necessary to prove a given conjecture. A strong ATP like VAMPIRE is used to
find a proof in the presence of superfluous axioms. The proof is then discarded,
recording only which axioms were necessary to find the proof. A proof is then
found again using only these axioms and the interactive theorem prover’s internal
proof search. Isabelle’s Sledgehammer |30| uses this to great effect. Here it is even
more likely that the reconstructing ATP is unable to find a proof.

Finally, it is possible to modify ATPs to output proofs directly in the for-
mat desired for checking. This could be an interactive theorem prover’s logic,
an intermediate language designed for inter-operation [4], or a language specifi-
cally designed only for proof checking [6]. In principle this approach means that
proof checking is straightforward and guaranteed to work. Unfortunately, doing
this in practice is also labour-intensive. Typically, formats designed for checking
proofs require spelling out simple inferences in great detail, do not accept ATP
shorthands (e.g. treating the equality predicate as symmetric), and cannot rea-
son modulo theory. This last limitation is particularly vexing as VAMPIRE grows
more capability for reasoning with theories, while small proof checking systems
are unlikely to offer built-in theory reasoning. In some cases VAMPIRE relies on
the Z3 SMT solver [32] to perform inferences such as theory instantiation [38],
so VAMPIRE does not even “know” what theory reasoning was done.

We propose a new technique for proof checking (Section [1)) that:

— is simple to implement

is simple to check, using only an incremental SMT solver
— is fast, not requiring excess time in practice

is relatively human-readable

— provides counter-examples for debugging proof steps

We also discuss its implementation in VAMPIRE (Section , carry out experi-
ments on a large subset of TPTP [43] and several SMT-LIB [36] logics (Section [3)
and propose a way to completely reconstruct VAMPIRE proofs in other systems
using the technique (Section .

Preliminaries. We assume familiarity with automated and interactive theorem
proving, the resolution calculus [5], and satisfiability modulo theories (SMT) [10].
Some exposure to the SMT-LIB input language may help [9]. Notation is stan-

dard, but we occasionally use a bar over variables T or terms ¢ to indicate
possibly-many variables or terms in that context.

1 Universal Inferences as Ground SMT Instances

Saturation theorem proving [5] is the gold standard for reasoning in first-order
logic. Proofs are performed by contradiction. First, the input set of formulas
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is preprocessed and brought into clausal normal form, then inference rules are
applied deriving new clauses until at some point the empty clause, witnessing
contradiction, is derived. Completeness of state-of-the-art saturation theorem
provers builds on Herbrand’s Theorem, which might be stated as “a set of clauses
is unsatisfiable iff there are ground instances which are ground unsatisfiable”.
This means that in order to find a proof we can first compute all ground instances
of a clause, and then use a complete ground inference system on them.

Ezample 1. Consider the clauses Vz, y.P(y)VQ(z,a), Vz.=Q(b, z), and Yw.-P(w).
We first compute the grounding

Pla) v Q(a,a)  =Q(b,a)
Pb)VvQ(a,a)  =Q(b,b)
Pla) v Q(b,a)  —P(a)
P®)vVQ(b,a)  —P(b)

then apply ground binary resolution twice to derive a contradiction:

P(b) v Q(bv a) _'Q(bv (L)
P(b) ~P(b)
U

The grounding of a set of clauses is typically very large, and becomes infinite
in the presence of function symbols. This makes directly enumerating ground
instances and searching for applicable inferences in the ground set impractical.
Modern first-order theorem provers instead bypass grounding by working with
universally-quantified clauses and using unification [5| to compute the most gen-
eral instance of two clauses that makes an inference rule applicable.

Ezxample 2. Consider the clauses from example [I} We apply non-ground binary
resolution twice to derive a contradiction, without first computing a grounding.

Va,y.P(y) V Q(x,a) Vz.-Q(b, 2)
Yy.P(y) Yw.—P(w)
O

The idea of using unification instead of explicit grounding is called lifting |5] and
can be seen as compressing a (potentially infinite) set of inferences into a single
inference. Lifting is a core principle of modern first-order theorem provers that
sets them apart from Nelson-Oppen style SMT solvers.

1.1 Proposed Technique

Proof-checking such lifted inferences between quantified formulae poses a chal-
lenge for SMT solvers and automated theorem provers alike, especially when
mixing theory reasoning with uninterpreted functions. This is where our method
ties in. Suppose we wish to check that a particular inference occurring in a proof
is sound. This means that we will need to show the conclusion VZ. C[z] follows
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from the premises Vg.P;[g]. We can show this by refutation. For that, we first
negate and Skolemise the conclusion to obtain =C[a]. If there are instances of
the premises P;[t;] that, taken together, refute ~C[5], we can conclude that the
inference is valid. As our calculus uses lifting by unification such terms #; can be
directly found by using the unifying substitution # computed in the rule appli-
cation: first we instantiate the premises with 8, and then we replace all variables
Z that occured in the conclusion C[Z] with the respective Skolem constants &.

Ezample 3. Take the first inference from example 2] The rule uses binary reso-
lution unifying Q(z,a) and Q(b, z) computing the unifier § = {x — b,z — a}.
In order to prove that the rule is sound we can instantiate the premises with
the unifier, and instantiate the remaining free variable y with the Skolem con-
stant o in order to get the instantiated premises P(o) V Q(b,a) and —Q(b,a).
Negating the conjecture produces —P(c). This set of clauses is unsatisfiable iff
the inference is sound.

As the resulting set of clauses is ground, it is most easily refuted by an SMT
solver implementing a ground decision procedure.

Inhabited Sorts An edge case occurs when two variables are being unified. In
this case the unifier will contain variables that are not present in the conclusion,
thus P;[{;]0 cannot be grounded by using the conclusion’s Skolem constants. In
such a case these variables can be instantiated with any ground term. If there
are no constant symbols in the signature we can introduce a new Skolem symbol
as sorts in first-order logic are assumed to be inhabited.

Ezample 4. Consider the last inference from example[2] Binary resolution is used
to unify P(y) and P(w) computing the unifier § = {w — y}. If we apply 6 to the
premises we obtain the two non-ground clauses P(y), =P(y). In order to ground
them we can choose any arbitrary ground term for y, say b, to obtain the ground
premises P(b), - P(b).

1.2 Abilities and Limitations

As explained at the beginning of this section, most of VAMPIRE’s inferences lift
ground inferences, which means that they can be covered by our method. This
includes the core superposition calculus, simplification rules such as subsump-
tion resolution, and most rules of the ALASCA calculus [25| for arithmetic rea-
soning. Further we support simple preprocessing rules like definition unfolding,
AVATAR |[45] inferences except definition introduction (including the dreaded
avatar sat refutation), and axiomiatised theories; these rules do not instan-
tiate variables in premises and can be implemented systematically. Our imple-
mentation in VAMPIRE uses the same code for 58 such rules.

The key benefit of our approach is that the queries posed to the SMT solver
are ground and relatively small compared to the size of the whole proof, which
means that they are easily checked by state-of-the-art decision procedures. In
contrast to checking every proof step without transforming it into the relevant
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ground instances, with our method the SMT solver can not only check the cor-
rectness of a rule application, but also give a counter-example if some proof-step
is not correct. This can give insight into why a given inference is not sound.

However, there are some limitations to our new approach. Notably most
preprocessing steps cannot be handled, as they are not sound inferences but
transform the entire problem into an equisatisfiable form [20], relying on global
properties of the whole problem (like freshness of introduced symbols) instead
of performing a valid clause-to-clause inference. Proof steps in this category
are usually found in the conversion to normal form, such as Skolemisation or
definition introduction. We note that these steps also cause other proof checking
systems trouble [19,42]. This does also occasionally occur during proof search,
such as when introducing definitions for AVATAR or clausifying higher-order
terms on the fly [33].

Further unsupported inferences are those that cannot be grounded. Quanti-
fier elimination rules used by the ALASCA [25//40] calculus, for example deriving
a <bfromVz:Q.a<zVzx<b, where an instance for x cannot be found by
unification. Still further limitations occurs with VAMPIRE’s support for induc-
tion [26]. SMT solvers can check theory tautologies such as axiomatisations of
arithmetic, but do not by design detect that a particular induction scheme is
valid. Nascent support for induction [39] may later prove useful here.

2 Implementation

To demonstrate the method, we have a proof-of-concept implementation in VAM-
PIREEI When activated with the flag -p smtcheck, VAMPIRE does not produce
its usual proof format but instead an SMT-LIB script [9] suitable for processing
by an incremental SMT solver such as Z3 [32] or cvc5 [8]. If the SMT solver
produces only unsat outputs, the proof can be considered verified by the SMT
solver. Messages beginning “sorry” indicate that a step cannot yet be checked
and should be further inspected or processed. Errors or sat responses (which
cause an error) indicate a bug in VAMPIRE or the SMT solver.

2.1 Script Format

The script first declares symbols from the input problem (including sorts, if
necessary) and provides a constant for each sort (Section [1.1)). Then, for each
inference in VAMPIRE’s proof, the script:

Uses an SMT-LIB (push) command to isolate the context for this inference.
Declares new Skolem constants from the negated conjecture.

Asserts the instances of the premises required.

Asserts the negated conjecture.

Checks satisfiability, (check-sat). The construct (set-info :status unsat)
is used to produce an error and halt if any steps fail checking.

Cri Lo

S lhttps://github.com /vprover /vampire
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6. Clears the assertions and declared Skolems with (pop).

For inferences that are not yet or cannot be implemented, the (echo ...) com-
mand is used to inform the user that the inference must be taken on trust. No
satisfiability check occurs in this case. Figure [I] shows a single inference.

; signature declared once at the start of the script

(declare-sort iota 0) ; the built-in default sort
(declare-fun |_identity| () iota) ; user-provided symbols
(declare-fun |_multiply| (iota iota) iota)

(push) ; inference starts here
(declare-const vO iota) ; Skolem constant
(declare-const vl iota) ; Skolem constant
(assert (or (=

(| _multiply| (| _multiply| vO vO) v1l)

(| _multiply!| vO0 (|_multiplyl| vO v1))))) ; premise
(assert (or (= |_identityl| (|_multiplyl| vO v0)))) ; premise
(assert (mot (=

(| _multiply| vO (|_multiplyl vO v1))

(| _multiply!| |_identityl| v1)))) ; conclusion
(set-info :status unsat)

(check-sat)
(pop) ; inference finishes here

Fig. 1. A self-contained extract from a group theory proof, deriving z-(z-y) = e-y from
z-(y-z) = (z-y)-z and z-x = e. Note the instantiation of both axioms with appropriate
Skolem constants from the conclusion. User provided symbols are | _quoted|.

The user must presently trust that VAMPIRE soundly instantiates and cor-
rectly transcribes clauses present in the script. This situation could be improved
with greater support for definitions in SMT-LIB: (define-fun ...) would al-
low us to define a clause in terms of its variables and later instantiate it soundly
by using the definition. However, our understanding is that this construct may
be treated as a universally-quantified formula rather than a macro by the SMT
solver, so we were unwilling to use it for this reason. A version of (define-fun
...) that must be treated as a macro would be very useful for us. An anony-
mous reviewer kindly suggested that using SMT solvers’ support for annota-
tions/triggers [31] would be another way to guide quantifier instantiation. We
carried out a short experiment and can confirm that trigger-based instantia-
tion works for this use-case. Like define-fun, however, triggers also rely on a
well-behaved quantifier instantiation routine.

VAMPIRE supports both SMT-LIB and TPTP input problems. As some of
the features of TPTP are not supported in SMT-LIB, proofs of these TPTP
problems cannot be checked in a straightforward manner. Proofs which make
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use of polymorphism [11] cannot be checked, although the recent SMT-LIB 2.7
standard and the upcoming SMT-LIB 3 should make this possible. If this were
not the case, monomorphisation would be an option, creating one function for
each instantiation of a polymorphic function. Arithmetic functions in TPTP [44]
that are not supported by SMT-LIB (e.g. the floor function |-] : R — R) also
cause trouble: some of these we “polyfill” by injecting a suitable translation,
others simply cannot be proof checked currently.

2.2 Computing Instances

When printing a proof, we now need to compute the instances of the premises
required for proof checking. It may at first appear that a substitution must
be kept for each inference during proof search, but in fact this is overkill. In-
stead, we record only enough information to recover the substitution we need.
Taking binary resolution as a representative example, we record which literals
from the parent clauses were resolved upon. At proof-printing time, we then
re-unify the literals to produce the required premise substitution. The overhead
of this implementation technique is non-zero, but small. VAMPIRE loses only
5 proofs out of 7,839 in a single-strategy configuration over TPTP when the
--proof_extra full flag is set.

3 Experiments

The proof-of-concept implementation covers all VAMPIRE’s core search infer-
ences, AVATAR, theory axioms, and the more common ALASCA inferences.
Other inferences are skipped, reporting a warning but allowing proof checking
to continue. To test this implementation, we ran VAMPIRE:

1. In its default mode for 10 seconds over TPTP 9.0.0 problem set, covering
the CNF, FOF, and TFO0 languages with arithmetic but excluding known-
satisfiable instances. ARI502_1 was excluded as it uses TPTP rational arith-
metic features that cannot be easily translated to SMT-LIB.

2. Using a fixed ALASCA Conﬁguratiorﬂ for 10 seconds over the non-incremental
SMT-LIB 2024 [36] problem set restricted to the LRA, NRA, and UFLRA logics.

In total this generated 13,159 SMT-LIB proof scripts. Generally these are short,
but there are some outliers. The largest script came from the TPTP problem
SWV545-1.010, weighing in at 331MB. The proof with the greatest number of
checked inferences is TPTP’s NUM378+1.010.015 with 378,298.

We ran the Z3 [32] and cvcb [8] SMT solvers on the scripts. No unsound-
ness was found in VAMPIRE’s proofs, although a known ALASCA bug was re-
discovered. After pulling the fix from upstream, all proofs checked successfully. Z3
is more permissive with identifiers than cvcb, which rejected a handful of TPTP
proof scripts, but suitably escaping identifiers fixed the problem. Z3 could check

7 _alasca on -to gkbo -uwa alasca_main
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all instances, but cveb times out on the final AVATAR refutation (an unsatisfi-
able SAT instance) for the TPTP problems ALG0O34+1, ALG035+1, and ALG101+1.
Switching cveb’s SAT solver [17] resolved this.

3.1 Quantified Proof Scripts

We have gone to some effort in order to produce ground SMT proof scripts.
However, SMT solvers have good support for handling quantifiers 7], so this
may not be needed in practice. In order to check this, we produced quantified
scripts that simply include the universally-quantified premises and the negated
conjecture for each step. We found that although the SMT solvers dispatched
many proof steps quickly, unsurprisingly there are some VAMPIRE steps for which
both Z3 and cvcb run out of time. Out of 4,194 quantified scripts produced from
the SMT-LIB set of problems above, 85 exceeded a 10-second timeout when
checked with Z3, and a further 19 required in excess of 1 second to check. For
comparison, all ground scripts were checked in less than 0.2 seconds. After these
extreme cases, the difference between the two falls rapidly, and the majority can
be checked in less than 0.05 seconds.

4 Comparison with Other Methods

There are several approaches to proof-checking the output of ATPs. Verifying
all proof steps with a small kernel of an interactive theorem prover (ITP), es-
pecially when an ITP has been around long enough to be tried and tested (like
Coq |16], Agda [1] or Isabelle |23]), is currently deemed most trusted. Ideally the
amount of proof search during the verification phase is reduced to a minimum,
and outputting proofs directly in an ITP-checkable format can be done for the
core calculus [12}14,|15}24}35]. Some features of VAMPIRE that our approach
struggles with are directly expressible in this manner, like polymorphism, induc-
tion and introducing definitions. Additionally, exporting proofs directly to ITPs
contributes to interoperability [4]. However, in the presence of theories extending
the core calculus, this becomes less feasible in practice. ITPs have some limited
support to reason with theories — the tactic omega in Coq is the canonical
example — but they tend to be inefficient compared to SMT solvers. It would
also require carrying around superfluous (to VAMPIRE) information and produce
proofs of unreasonable size in some cases.

A similar approach to ours is treating every (quantified, not ground) inference
in a proof as a separate conjecture and re-deriving each individual step from the
premises it refers to, using an external ATP. As we are dealing with non-ground
problems, no decision procedures exist, which means ATPs and SMT solvers
alike may time out on at least some valid proof steps, which we confirm occurs
in practice in Section [3.I] In contrast, with our approach we are guaranteed
that SMT solvers can prove sound proof steps, and can even obtain witnesses
for unsoundness (i.e. counter-models) if an unsound proof step is detected. An
example for this is the tool ekstrakto |19], which re-derives required steps from a
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TSTP proof using external ATPs that produces proof in the AIT-modulo calcu-
lus [12}|14,/15,[24]. An advantage of such an approach is that it can in principle
work on most first-order provers without modification, but in practice success is
limited, as it fails to handle advanced proof search features like AVATAR infer-
ences or theories.

Proofs can also be checked by a separate verifier designed for a specific proof
format. Theory-Extensible Sequent Calculus (TESC) [6] is a proof format for
first-order ATPs. The calculus subsumes a large fraction of first-order formulas
handled by VAMPIRE, including reasoning with AVATAR. Not all problems solved
by VAMPIRE can be translated from the TSTP trace to TESC automatically, and
the support for reasoning with theories is limited. There are three verifiers for
TESC currently available, one of which is formalized in ITP Agda [1], enhancing
the trustworthiness of the verifier. One can also verify the proof steps seman-
tically as in GDV [42]: here not only are proof steps checked as in Section
with a trusted ATP, but additionally some of the proof structure is checked, for
example that the parents of inferences exist and that a refutation ends in falsum.

Similar techniques are applied to SMT solvers. Proofs emitted in the re-
cently proposed format Alethe |41] (currently cveb [8] and veriT [13]| support
this format), can be verified either by a separate verifier Carcara [2] (not for-
mally checked); imported to Isabelle via the smt tactic [28], checking each step of
the proof with Isabelle’s internal kernel; or imported to Coq using the SMTCoq
plugin [3].

5 Conclusion

We introduced a method for efficiently checking proofs produced from state-
of-the-art saturation theorem provers. Any valid inference that lifts a ground
inference is supported in principle. Checking each individual quantified proof step
is reduced to a ground satisfiability check which can be performed efficiently by
the decision procedures present in SMT solvers. We therefore support, out of the
box, proofs that involve theory reasoning (like arithmetic), which pose a severe
challenge to other ATP proof checking systems. In practice, even very lengthy,
difficult VAMPIRE proofs are efficiently verified by third-party SMT solvers.

5.1 Fully Reconstructed Proofs

Users who wish to fully reconstruct proofs in their system of choice may object
that we have not addressed this, only moved trust from VAMPIRE to the SMT
solver. However, SMT proof technology is improving rapidly with several recent
proposals, and it seems likely that in the near future this will be possible. Using
our method, a proof could be fully reconstructed by gluing together the SMT
unsatisfiability proof for each VAMPIRE inference together into one long contin-
uous proof. The host system would still need to check that premise instances
are instances of known clauses (Section, that the input has been reproduced
faithfully, and deal with inferences that are not yet possible (Section , but
the hard part of reconstructing VAMPIRE proofs is done.
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